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基于深度学习的流场时程特征提取模型*
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特征识别是流体力学的重要研究方向, 然而在中高雷诺数情况下物体的尾流流场复杂, 难以通过传统方

法实现特征的提取与识别. 深度学习理论与技术的不断发展为复杂流场特征的识别提供了新方法. 基于流场

时程数据的深度学习模型, 本文研究了 4种模型对尾流场特征提取与识别的精度, 得到了针对流场时程特征

提取的高精度新方法. 结果表明: 所提出的模型能够识别尾流物理时程的不同特征, 并通过流场时程实现了

目标的外形识别, 验证了方法的可行性; 同时结果表明基于卷积运算的深度学习模型精度高, 适用于流场时

程数据的特征分析; 深度学习网络结构更深、层间结构复杂的残差卷积网络识别精度最高, 是尾流时程分析

的高精度算法. 本文所提方法从流场物理量时程的角度对流场特征进行了提取与识别, 证明了深度学习方法

具有较高的识别精度, 是研究流场特征的重要途径.
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1   引　言

特征识别是流体力学研究中非常重要且具有

挑战性的一类问题 [1], 现有方法多采用局部物理量

及其量值进行识别. 例如涡的识别方法包括基于涡

量的识别 [2]、基于 Q 准则的识别和基于 Liutex

向量 [3] 的识别方法等. 这些方法依赖主观选择特

定的参数并确定其阈值, 过程受主观因素影响大且

泛化能力弱. 同时, 中、高雷诺数条件下流场的复

杂性限制了传统特征工程在流场特征识别领域的

应用.

近年来, 深度学习理论与应用发展为流体力学

问题研究提供了新的方法与视野 [4,5]. 如基于人工

智能方法的流场网格划分方法 [6]、基于数据驱动的

神经网络雷诺应力模型 [7,8]、涡振流场的深度学习

控制方法 [9]、尾流状态的控制方法 [10]、高精度流场

的重构与预测 [11]、基于深度学习的流动状态识别

模型 [12] 等.

在流动的特征识别方面深度学习方法也取得

了一定的进展, 如 Han等 [13] 建立了流线和流面特

征降维的深度学习框架 FlowNet, 同时实现了流场

的可视化. Liu等 [14] 建立了 ShockNet深度学习方

法, 实现了流场中激波的自动识别, 且计算速度和

识别精度有了较大提升. Zhang等 [15] 采用深度学

习方法实现了基于两相流识别, 精度达到 94%以

上且计算速度快. Strfer等 [16] 提出了基于图像的

流场特征识别方法, 得到了基于数据驱动的识别方

法, 具有好的泛化性且对未知特性的检测方面比基

于物理准则的识别方法具有更大优势. Murata等 [17]

用深度学习方法对瞬态流场进行模态分解, 得到了

比传统模态分解精度更高的结果. Omata和 Shiray-
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ama[18] 提出了基于自编码模型的瞬态流固耦合分

析方法, 同样采用数据驱动的方案得到了流场的低

维表示. Kai等 [19] 提出了一种定制的基于卷积神

经网络的自动编码器, 称为分层自动编码器, 它允

许我们提取流场的非线性自动编码模式, 同时保持

潜在向量的贡献顺序. 以上研究多针对流场快照进

行研究, 相比于全场测量, 一点位置处流场信息的

获取是方便且可靠的, 如一点的速度信号、压力信

息等. 其缺点是相比于整个流场的瞬时信息, 一点

处的流场信息极其有限, 采用传统的数学物理方法

仅仅通过一点处的信号进行整个流场特征的推测

极其困难.

另一方面, 由于结构复杂、层数更深的神经网

络对非线性特征提取与表达的能力更强, 为复杂流

动问题的研究提供了新的可能. 然而“更深”的网络

必须要克服梯度弥散问题, 深度残差网络是目前较

为成功的方法之一 [20], 不仅具有可信的精度和良

好的收敛性, 训练也相对更加简化. 在图像识别领

域, 基于深度残差网络构架结合卷积网络是性能提

升的核心方法 [21], 同时也逐渐应用于众多其他领

域, 如用于城市声音识别的可变形特征图残差网

络 [22], 以及针对转捩问题提出的基于数据驱动的

深度残差网络 [23] 等.

综上, 深度学习是复杂流场特征提取问题的一

种极具潜力的解决方法, 而目前对基于时程数据的

特征分析鲜有研究. 本文针对上述问题提出了基于

流场中物理量时程数据的特征分析方法, 建立了

4种不同结构的流场时程数据深度学习模型, 实现

信号中抽象特征的提取与识别. 

2   物理量时程特征提取的深度学习
模型

合理的深度学习模型能够准确地表达输入映

射到隐层的特征, 并通过迭代训练自动提取样本的

关键特征. 本文的研究方法如图 1所示, 首先通过

数值模拟得到不同棱柱尾流处的时程数据集, 根据

样本所属不同棱柱流场定义流场的特征标签; 然后

将数据集分为训练集与测试集, 对训练集的样本进

行深度学习模型有监督训练, 使得模型的输出特征

标签与已知的标签接近; 进一步, 输入测试集的样

本, 检验模型输出的流场特征标签与真实标签是否

一致, 得到模型对不同特征的提取精度结果. 本文

对不同结构的深度学习模型进行了研究, 分别采用

以下 4种不同结构的模型对流场物理量时程中包

含的特征进行提取与识别. 

2.1    全连接网络 (multi-layer perceptron,
MLP)

全连接网络又称多层感知网络, 是最简单、应

用最广泛的深度学习模型, 其特点是任意层的神经

元与上一层的所有神经元都是相连的, 这些相连的

关系称为权重. 通常情况下, 输入与输出的变换关

系可表示为 

yn+1
i =

k∑
j=1

Fn
ija

n
j + bni , (1)

式中 y 为第 n 层全连接层的输出, F 和 b 为第 n 层

全连接层的权重和偏移矩阵. 从其结构原理可以发

现, 每一个神经元都与上层的各神经元相关, 这将

导致时程数据的每一个元素与上一层中其他元素

的关系是完全等价的, 丢失了时程数据中各个时刻

前后之间的关系. 同时, 在全连接层前增加Dropout

层, 用来防止训练过程中的过拟合 [24], 保证模型的

收敛. 

2.2    时程卷积网络 (time  convolutional
neural network, TCNN)

卷积神经网络模仿了生物视觉的认知机制 [25],

已成功应用于图像识别、语音特征提取等领域, 通

过建立特征提取模块提取输入数据的特征. 卷积神

经网络通常包括输入层、卷积层、池化层和最后的

全连接层. 卷积层通过卷积核对输入信号进行卷积

操作, 是特征提取的主要计算步骤. 为了适应流场

中物理量时域信号的一维特性, 本文采用一维卷积

构建了可用于流场数据深度学习的时间卷积神经

网络模型, 卷积层的运算如下式: 

 

(a)

1 1

 ?

Model training

Model validation(b)

Labeled data

Supervised training

DL model

DL modelUnlabeled data

Validation

图 1    特征提取方法

Fig. 1. Feature extraction methodology. 
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Cov (x) =
m∑

a=0

F (a)×G (x− a), (2)

式中 F 为权重向量, G 为输入时程, m 为卷积核大

小, x 为当前时刻位置, a 为向量索引. 经过多个卷

积核的卷积可分解出时程的多维特征, 通过池化层

减少参数数量. 本文直接采用最大池化层将局部的

最大值进行选择性保留, 表达式如下:
 

P = max
w

{
Al

}
, (3)

式中, P 为池化层的输出, l 为池化宽度, A为上层

网络的特征矩阵, w 为池化计算的局部范围大小.

在卷积网络中同样会用到全连接层, 其作用是将卷

积层获得的特征平铺为向量形式, 便于通过 Softmax

变化成标签的对应关系, 起到承上启下的作用, 相

当于在提取的高层特征向量上进行线性组合并且

输出最后的预测结果. 整体网络结构如图 2所示. 

2.3    完全卷积网络 (fully  convolutional
neural network, FCNN)

基于时序数据的完全卷积网络由Wang等 [26]

提出, 不采用局部池化, 保留了更多的训练参数和

特征, 是一种更“复杂”的深度学习训练方法, 本文

采用的完全卷积网络结构如图 3所示. 通过归一

层 [27] 将每个神经元的输入分布调整到标准的正态

分布, 避免梯度弥散, 保证计算的收敛速度. 激活

函数可以对层输出结果进行非线性变换, 从而提升

网络的表达能力. 整个网络共有 3部卷积循环, 而

后连接全局最大池化层和全连接层变换到对应的

特征标签. 

2.4    深度卷积残差网络 (residual  convo-
lutional neural network, RCNN)

深度残差网络 [28] 是图像识别研究的重要突破,

极大提高了深度学习网络的深度与精度. 由于网络

的深度对模型的性能至关重要, 因此增加网络层数

可实现更加复杂的特征提取. 然而当网络增加到一

定层数后, 容易出现梯度消失导致模型无法收敛.

残差网络在卷积计算后加入跨层连接, 通过这样的

线性快捷连接减少误差反向传播路径, 保证模型训

练的收敛性. 本文构建了适用于流场时程数据的

RCNN网络, 如图 4所示, 该网络由 3个残差块组

成, 每个残差块包含 3个卷积层. 

 

输入
时程

卷积层 卷积层
池
化
层

池
化
层

Flatten层

1

2

3

全连接层

特
征
标
签

图 2    时间卷积网络结构示意图

Fig. 2. Structure of time convolution neural network. 

 

输入时程 卷积循环

卷积层 卷积层 卷积层归一层 归一层

全局池化层

激
活
层

激
活
层

激
活
层

1

2

3

全连接层

特
征
标
签

归一层

图 3    全卷积网络结构示意图

Fig. 3. Structure of Fully connected convolution neural network. 
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3   流场模拟与时程数据提取

选取三棱柱、方柱和六棱柱, 共计 3种不同外

形的棱柱流场时程数据集作为对象, 研究 4种深度

学习模型对流场特征的提取与识别效果. 定义三棱

柱流场标签为 1, 方柱流场特征标签为 2, 六棱柱

的流场特征标签为 3. 流场整体计算域如图 5所示,

流向方向 40D, 横向长度 40D, 展向长度 4D, 其中

D 为流场中棱柱体的平面特征长度. 棱柱上游来流

区域流向长度 10D, 下游区域流向长度为 10D, 展向

方向的网格数 20层. 来流速度 U∞ = 1 m/s, ReD =

6.8 × 104, 在远离圆柱的流场区域使用较稀疏的网

格, 而近尾流区采用较密的网格保证模拟结果可捕

捉到较大尺度的尾流结构特征.
  






图 5    整体计算域及平面网格划分

Fig. 5. Global  computational  domain  and  plane  grid  set-

tings.
 

流场的数值模拟采用自主开发的三维非结构

网格的流体计算程序 zFlower实现 [29], 使用非结构

化网格对流场空间进行离散. 通过三维非定常计算

求得各算例的三维流场时程数据集, 图 6所示为计

算所得的瞬时流场压力云图与速度分布云图. 瞬态

流场云图反映了不同棱柱体引起的流场尾流结构

的差异, 可见流动特征具有明显差异, 然而这些复

杂的湍流尾流难以通过解析方法及物理准则进行

特征提取与识别.

在流体模拟计算过程中进行了同步的流场数

据采集, 嵌入时程提取模块将计算中各时间步的
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图 4    残差卷积网络结构示意图

Fig. 4. Structure of residual convolution neural network. 

 

(a) (d)

(b) (e)

(c) (f)

图 6    各形状棱柱的瞬态流场云图　(a) 三棱柱压力云图;

(b) 方柱压力云图; (c) 六棱柱压力云图; (d) 三棱柱速度云

图; (e) 方柱速度云图; (f) 六棱柱速度云图

Fig. 6. Transient  wake  contour  of  prisms  with  different

shapes: (a)  Pressure  contour  of  triangular  prism;  (b)  pres-

sure  contour  of  square  cylinder;  (c)  pressure  contour  of

hexagonal  prism;  (d)  velocity  contour  of  triangular  prism;

(e) velocity contour of square cylinder; (f) velocity contour

of hexagonal prism. 
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流场压力与速度值分类保存, 形成了各测点的压力

时程与速度时程集参数. 具体测点布置如图 7所

示, 选取流向距离棱柱+2D—+8D 范围内、横向

–3D—+3D 范围内, 展向一层范围内的流场测点,

单个算例中测点数为 3600个, 包含了棱柱尾流的

主要区域.

为直观展示待训练样本的数据特征, 在压力样

本集中随机选取了 6条待训练的物理量时程进行

展示 , 如图 8所示 . 由于测点位置不同 , 因而同

一样本集内的时程信号特征各异; 又由于不同棱

柱引起的尾流特征也不同, 因而不同样本集之间

的时程信号特征也是不同的. 这种具有复杂特征

的流场时程数据特征的提取与识别难以通过传统

方法实现. 

4   模型训练与结果分析

根据上文的数值模拟结果, 以时程数据为研究

对象, 建立输入时程与样本特征标签之间的深度学

习模型, 并用训练数据集进行模型的有监督训练,

进而采用验证集验证模型的准确性. 

4.1    模型计算参数

根据 3种棱柱的数值模拟计算, 分别得到了各

算例中的 3600个压力时程样本与 3600个速度时

程样本. 将相同物理量样本合并为速度样本集与压

力样本集, 各包含了 10800个具有 3种不同特征的

时程样本. 为减小各样本长度以减少深度学习模型

的参数个数, 同时保证输入数据的采样间隔足以解

析时程信号的波动特征, 本文训练数据的采样间隔

为 0.1 s. 具体模型参数见表 1, 可以看出, 各模型

中 MLP的参数最多, TCNN参数最少; 由于没有

使用局部池化, 同样基于卷积计算的 FCNN深度

学习模型参数要远多于 TCNN; 4种模型中, 结构

最复杂的 RCNN网络参数也远多于 FCNN网络,

依然少于 MLP模型. 在训练过程中, 从测点集中

随机选取 10%的样本作为训练集, 剩余 90%样本

作为验证集, 计算的迭代次数均为 100次. 
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图 7    尾流监测点位置示意图

Fig. 7. Location of wake monitoring points. 
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图  8    典型测点的流场参数时程　(a)三棱柱 ; (b) 方柱 ;

(c) 六棱柱

Fig. 8. Time  history  of  flow  field  parameters  at  typical

measuring points: (a) Triangular prism; (b) square cylinder;

(c) hexagonal prism. 

 

表 1    一维卷积神经网络模型参数
Table 1.    Structural parameters  of  capillary  of   dif-

ferent kind of fluid.

名称 特征提取运算 加速收敛方法网络层数模型参数个数

MLP 全连接层 Dropout 10 662501

TCNN 卷积层 局部池化 8 961

FCNN 卷积层 归一化层 13 264833

RCNN 卷积层 残差直连层 43 504129
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4.2    识别结果与分析

经过迭代训练计算, 得到了 4种深度模型在训

练过程中的计算残差曲线与识别精度曲线, 如图 9

所示. 对于压力时程数据集, 在训练过程中基于卷

积的神经网络收敛性较好, 损失值下降较快并保持

稳定, 而基于全连接层的 MLP模型的收敛较慢,

模型误差明显大于其他 3种模型. 在速度时程样本

的训练中观察到了同样的现象. 同时, 两组物理变

量的模型训练过程中均可见 RCNN的损失值最

小, 说明对于训练数据集的样本来说, RCNN识别

到的时程特征与真实的特征标签一致性最高.

训练集上的模型精度曲线如图 10所示. 可以

看出, 所有模型在训练集上的模型精度都随着迭代

而升高, 损失值越低的模型其精度越高, 同样可以

发现 RCNN在不同物理量的测试中都获得了高的

识别准确率, 说明其可以准确提取到流场时程的关

键特征, 并进行识别.

将 4种模型对于 3种流场特征识别的准确度

汇总于图 11, 同样验证了 RCNN在流场特征识别
 

0 20 40 60 80 100

0

0.2

0.4

0.6

0.8

1.0

1.2
(a) (b)

L
o
ss

Epoch

0 20 40 60 80 100

Epoch

MLP
TCNN
FCNN
RCNN

MLP
TCNN
FCNN
RCNN

0

0.2

0.4

0.6

0.8

1.0

1.2

L
o
ss
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Fig. 9. Loss function of different models on training set: (a) Pressure; (b) velocity. 
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Fig. 10. Accuracy curve of different models on training set: (a) Pressure; (b) velocity. 
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图 11    验证集的最优模型结果　(a) 模型损失值; (b) 模型准确率

Fig. 11. Summary of best model on the validation set: (a) Model loss value; (b) model accuracy. 
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中的优势. 对于验证集, 图 11同样证明了 RCNN

的高精度, 在压力和速度时程的特征识别方面, 最

优模型达到了 99%以上的准确率, 证明模型准确

捕捉到了流场中的复杂抽象特征. 

4.3    基于测点位置的识别精度可视化

为了直观展示流场不同区域的识别结果, 对

4种模型训练得到最优模型的识别结果进行了可

视化分析. 对神经网络在流场中各采样点的输出结

果进行可视化, 若神经网络所得的流场特征标签与

实际标签不同, 在图中相应的测点位置处标注红色

“×”号, 即神经网络的预测特征是错误的. 若识别

结果正确, 则在相应的测点位置处用“o”表示. 进

一步, 定义输出结果的“确信度”为输出单位向量中

的最大值, 若最大值大于 0.9用绿色表示, 0.8—

0.9之间用浅绿色表示, 0.7—0.8之间用蓝色表示,

0.6—0.7之间用浅蓝色表示, 0.5—0.6之间用黄色

表示. 压力时程与速度时程的识别结果分别如图 12

和图 13所示.
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图 12    压力时程的识别结果散点图　(a1)—(a4) 分别为 MLP, TCNN, FCNN, RCNN第一类结果 ; (b1)—(b4) 分别为 MLP,

TCNN, FCNN, RCNN第二类结果; (c1)—(c4) 分别为MLP, TCNN, FCNN, RCNN第三类结果

Fig. 12. Identification  results  of  pressure  time  history:  (a1)–(a4)  MLP,  TCNN,  FCNN,  RCNN results  of  class1;  (b1)–(b4)  MLP,

TCNN, FCNN, RCNN results of class2; (c1)–(c4) MLP, TCNN, FCNN, RCNN results of class1. 
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从图 12可以看出, MLP模型的精度最低, 第

一类与第二类棱柱的尾流区出现了大范围的错误

结果, 同时第三类棱柱结果的确信度不高; TCNN

结果明显优于MLP结果, 但第二类棱柱尾部区域

出现了部分的误判区域; FCNN模型结果可靠性

高, 而 RCNN的最优模型得到了 100%的正确结

果, 同时确信度高, 说明 RCNN准确地提取到了各

流场的关键特征, 并实现了准确的特征识别.

图 13所示为采用速度时程的进行模型训练及

验证的结果. 与图 12相比, 速度时程训练相同训

练步后, TCNN的精度略低于压力时程信号, 对第

二类棱柱的识别效果较差. 比较 4种模型可以发

现, 采用速度时程同样可以得到一致的结论, 即MLP

模型的特征识别精度较差, RCNN的结果最好. 

5   结　论

本文采用深度学习方法对流场时程数据进行

了特征提取研究, 构建了 4种用于流场时程深度学

习模型. 对具有三种具有不同特征的流场物理量时

程集进行有监督训练, 每个数据集中都包含了 10800
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图 13    速度时程的识别结果散点图　(a1)—(a4) 分别为 MLP, TCNN, FCNN, RCNN第一类结果 ; (b1)—(b4) 分别为 MLP,

TCNN, FCNN, RCNN第二类结果; (c1)—(c4) 分别为MLP, TCNN, FCNN, RCNN第三类结果

Fig. 13. Identification  results  of  velocity  time  history:  (a1) –(a4)  MLP,  TCNN,  FCNN,  RCNN results  of  class1;  (b1) –(b4)  MLP,

TCNN, FCNN, RCNN results of class2; (c1)–(c4) MLP, TCNN, FCNN, RCNN results of class1. 
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个时程数据, 其中 10%的时程用来训练深度学习

模型, 90%的样本检验模型对特征识别的准确性.

结果表明: 1)基于卷积的深度学习模型对流场识

别精度高, 证明其对流场的特征提取准确; 2)基于

全连接方法的深度学习模型精度低, 难以准确提取

流场时程的特征; 3)所选深度学习的网络深度越

深, 得到的模型识别精度更高; 4)采用带有层间连

接的残差卷积网络对流场特征的提取效果最好, 识

别精度最高. 本文通过深度学习方法对流场时程数

据进行分析, 证明了时程数据中包含丰富的流场特

征信息, 是研究流场特征的新途径.
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Abstract

Extraction and recognition of  the  features  of  flow field  is  an important  research area  of  fluid  mechanics.

However,  the  wake  flow  field  of  object  immersed  in  fluid  is  complicated  in  the  case  of  medium-  and  high-

Reynolds  number,  thus  it  is  difficult  to  extract  and  recognize  the  key  features  by  using  traditional  physical

models and mathematical methods. The continuous development of deep learning theory provides us with a new

method  of  recognizing  the  complex  flow  features.  A  new  method  of  extracting  the  features  of  the  flow  time

history is proposed based on deep learning in this work. The accuracy of four deep learning model for feature

recognition  is  studied.  The  results  show  that  the  proposed  model  can  identify  different  characteristics  of  the

wake time history and object shapes accurately. Some conclusions can be obtained below (i) The model based

on convolutional layers has higher accuracy and is suitable for analyzing the features of flow time history data.

(ii)  The  residual  convolutional  network,  with  a  deeper  structure  and  more  complex  inter-layer  structure,  has

highest accuracy for feature recognition. (iii) The proposed method can extract and recognize the flow features

from  the  perspective  of  physical  quantities  time  history,  which  is  a  high-accuracy  method,  and  it  is  an

important new way to study the features of flow physical quantities.

Keywords: flow  feature  extraction,  deep  learning,  flow  time  history,  residual  convolution  network,  feature
identification
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