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Rapid Preparation of Rydberg Superatom W State Using Superadiabatic Techniques
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The W state, as a robust multipartite entangled state, plays an important role in quantum information processing,
quantum network construction and quantum computing. In this paper, we encode quantum information on the effective
energy levels of Rydberg superatoms and propose a fast scheme for preparing the Rydberg superatom W state based on
the superadiabatic iterative technique, this scheme can be achieved in only one step by controlling the laser pulses. In the
current scheme, the superatoms are trapped in spatially separated cavities connected by optical fibers, which significantly
enhances the feasibility of experimental manipulation. A remarkable feature is that it does not require precise control
of experimental parameters and interaction time. Meanwhile, the form of the counterdiabatic Hamiltonian is the same
as that of the effective Hamiltonian. Through numerical simulations, the fidelity of this scheme can reach 99.94%. Even
considering decoherence effects, including atomic spontaneous emission and photon leakage, the fidelity can still exceed
97.5%, further demonstrating the strong robustness of the solution. In addition, the Rabi frequency can be characterized
as a linear superposition of Gaussian functions, this representation significantly alleviates the complexity encountered
in practical experiments. Futhermore, we also analyzed the impact of parameter fluctuations on the fidelity, the results
show that this scheme is robust against parameter fluctuations. At last, the present scheme is extended to the cases of
N Rydberg superatoms, which shows the scalability of our scheme.
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I. INTRODUCTION

With the rapid development of quantum information
science and quantum computing technology, the study
of multipartite entangled states has emerged as a key is-
sue in the field of quantum information processing. Mul-
tipartite entangled states play an important role in var-
ious areas, such as quantum cryptography[1], quantum
secret sharing[2], quantum teleportation[3–5], quantum
key distribution[6–9], quantum computation[10–13]and
quantum secure direct communication[14–16].

The W state is a distinctive type of multipartite en-
tangled state[3, 17] composed of multiple qubits, Its
main feature is that when any qubit is lost, the re-
maining qubits remain entangled with a certain prob-
ability, which makes the W state robust to local
decoherence[18–20]. This characteristic endows the W
state with potential applications in quantum informa-
tion transmission[21, 22], quantum key distribution[9,
23, 24] and quantum network construction[25, 26]. At
present, theoretical research on the W state has become
relatively mature; therefore, achieving efficient and scal-
able preparation of the W state is of great importance.

The paper is an English translated version of the original Chi-
nese paper published in Acta Physica Sinica. Please cite the
paper as: YANG Liping, WANG Jiping, DONG Li, XIU Xiaom-
ing, JI Yanqiang, Rapid preparation of Rydberg superatom W
state using superadiabatic techniques. Acta Phys. Sin., 2025,
74(10): 100305. doi: 10.7498/aps.74.20241694.

In recent years, researchers have actively explored
a variety of quantum systems to prepare entangled
states[27–29], among which Rydberg superatoms have
emerged as a promising platform for generating quan-
tum entangled states owing to their unique collective
behavior[30–32]. The Rydberg superatom is different
from a single Rydberg atom in that it is composed of an
ensemble of Rydberg atoms. In the highly excited Ryd-
berg states, the interaction strength between atoms (1–
100 MHz) greatly exceeds the Rabi frequency of typical
lasers (tens of kHz to several MHz)[33–35]. Therefore,
under the Rydberg blockade effect, only one atom in
the Rydberg atomic ensemble within the blockade range
can be excited to the Rydberg state[11, 36–43]. In this
case, the ensemble behaves as an effective multi-level
“atom”, namely the Rydberg superatom. And the col-
lective state of the ensemble can be use to represent the
effective energy levels of the superatom[30, 44–46]. Ry-
dberg superatoms possess many advantages[31, 47], For
example, they are easier to prepare than single atoms,
and the coupling strength between the ground and ex-
cited states of a superatom is significantly stronger than
in a single atom. Moreover, encoding with the energy
levels of a superatom provides robustness against atom
loss. Owing to these advantages, Rydberg superatoms
show great potential in quantum information process-
ing, and the preparation of quantum entangled states
based on the Rydberg superatom platform has become
an important research direction[48, 49].

So far, researchers have proposed numerous schemes
to prepare entangled states with high fidelity within a
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short timescale[50–52]. Among the various schemes for
the fast preparation of quantum entangled states, one
particularly interesting method is the superadiabatic it-
eration technique[27, 53, 54], This technique is an ex-
tension of the transitionless quantum driving proposed
by Berry[55], and it was further advanced by Ibáñez
et al.[56]. This method can generate a series of differ-
ent Hamiltonians, allowing researchers to select those
that are experimentally feasible and suitable for specific
applications. Later, Song et al. applied the method
to a three-level system[57], demonstrating the poten-
tial of the superadiabatic iteration technique in multi-
level settings. Subsequently Huang et al.[58] proposed a
scheme for the fast generation of GHZ states by iterat-
ing the interaction picture. while Wu et al.[59] proposed
a scheme for the rapid preparation of tree-type three-
dimensional entangled states based on superadiabatic
techniques. Inspired by the aforementioned studies, we
propose a scheme for the fast preparation of the W state
based on the superadiabatic iteration technique. Differ-
ent from previous methods, this scheme does not require
precise control of experimental parameters or interac-
tion times, and the counterdiabatic Hamiltonian has the
same form as the effective Hamiltonian, thereby facili-
tating experimental implementation. In addition, this
scheme requires no additional coupling, thereby ensur-
ing high experimental feasibility while maintaining high
fidelity. Furthermore, it can be extended to the rapid
preparation of the W state with N Rydberg superatoms.

The structure of this paper is as follows. In sec-
tion 2 introduces the physical model, presents the level
structure of the Rydberg superatom, and derives the
Hamiltonian under the action of the cavity field and
the control field. The selection of pulse parameters for
preparing the W state is then obtained by introduc-
ing the superadiabatic iteration technique. In section
3, the effectiveness of the scheme is verified by numeri-
cal simulation, and the robustness of the system under
decoherence factors such as atomic spontaneous emis-
sion, cavity and fiber leakage is analyzed. The results
show that the evolution time of the W state based on
the superadiabatic iteration technique is shorter than
that based on the adiabatic scheme. Section 4 extends
the scheme to the preparation of the W state with N
Rydberg superatoms to explore its scalability. Finally,
Section 5 summarizes the main conclusions and research
significance of this work.

II. PHYSICAL MODEL

This scheme employs 87Rb atoms as the physical car-
rier of the quantum states, and its energy-level struc-
ture is shown in Fig.1. An ensemble of cooled Ryd-
berg atoms is excited under the weak cavity field limit
(mean photon number does not exceed 1) and driven
by an external classical field. The energy-level struc-
ture of each Rydberg atom is depicted in Fig. 1(a), the
ground state |g⟩ ≡ |5S1/2, F = 2,mF = 2⟩, the excited

（a） （b）

FIG. 1: (a) Energy level structure diagram of a single
Rydberg atom; (b) The equivalent energy level

structure diagram of Rydberg superatom.

FIG. 2: Schematic diagram of the structure of the
Rydberg superatom-cavity system. SA denots the

Rydberg superatom, and Ωk is the classical field Rabi
frequency in the k-th cavity.

state |e⟩ ≡ |5P3/2, F = 3,mF = 3⟩ and the Rydberg
state |r⟩ ≡ |111S1/2,mJ = 1/2⟩. In which the atomic
transition |g⟩ ↔ |e⟩ is resonantly coupled to the cav-
ity field with a coupling constant g, In the kth cavity,
the atomic transition |e⟩ ↔ |r⟩ is driven by a classical
field with Rabi frequency Ωk(t), vvdw represents the van
der Waals interaction of two atoms in a Rydberg state,
which can significantly change the Rydberg energy lev-
els of the surrounding atoms, thus forming the Rydberg
blockade effect[33, 60–63]. In this case, the ensemble
behaves effectively as a Rydberg superatom, with the
simplified energy-level structure shown in Fig. 1 (b),
|G⟩ ↔ |E(1)⟩ is resonantly coupled to the cavity field
with a coupling constant λ =

√
ng, and the classical

field resonantly drives the transition |E(1)⟩ ↔ |R(1)⟩ of
with a Rabi frequency Ωk(t). Here,
|R(1)⟩ =

∑n
i |g1g2...ri...gn⟩/

√
n,

|E(1)⟩ =
∑n

i |g1g2...ei...gn⟩/
√
n

|G⟩ = |g1g2...gn⟩.
The superatoms are placed in four independent vacuum
cavities, as shown in fig. 2. Under the rotating wave ap-
proximation, the Hamiltonian in the interaction picture
can be expressed as(ℏ = 1):

Htot = Hac +Hal +Hcf ,
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Hac =
4∑

k=1

λkak|E(1)⟩k⟨G| + H.c.,

Hal =
4∑

k=1

Ωk(t)|E(1)⟩k⟨R(1)| + H.c.,

Hcf =
3∑

k=1

v(a1 + ak+1)b†
k + H.c., (1)

Where, Hac denotes the interaction between the cavity
and the superatom, Hal denotes the interaction between
the classical field and the super-atom, and Hcf repre-
sents the interaction of the cavity and the fiber. ak is
the annihilation operator of the photon in the kth cav-
ity, v represents the coupling strength between the fiber
and the cavity, and b†

kis the creation operator of the kth
fiber. The initial state of the system is assumed to be
|ψ1⟩ = |R(1)GGG⟩|0⟩all, that is, the first superatom is in
the state |R(1)⟩, the other superatoms are in the ground
state |G⟩, and all cavities and fibers are in the vacuum
state. Under this assumption, the system will evolve in
the space as follows

|ψ1⟩ = |R(1)GGG⟩|0⟩all, |ψ2⟩ = |E(1)GGG⟩|0⟩all,
|ψ3⟩ = |GGGG⟩|1⟩c1, |ψ4⟩ = |GGGG⟩|1⟩f1 ,
|ψ5⟩ = |GGGG⟩|1⟩c2, |ψ6⟩ = |GE(1)GG⟩|0⟩all,
|ψ7⟩ = |GR(1)GG⟩|0⟩all, |ψ8⟩ = |GGGG⟩|1⟩f2 ,
|ψ9⟩ = |GGGG⟩|1⟩c3 , |ψ10⟩ = |GGE(1)G⟩|0⟩all,
|ψ11⟩ = |GGR(1)G⟩|0⟩all, |ψ12⟩ = |GGGG⟩|1⟩f3 ,
|ψ13⟩ = |GGGG⟩|1⟩c4 , |ψ14⟩ = |GGGE(1)⟩|0⟩all,
|ψ15⟩ = |GGGR(1)⟩|0⟩all.

(2)
In this space, the Hamiltonian can be rewritten as

Htot =Hac +Hal +Hcf ,

Hac =λ
(
|ψ3⟩⟨ψ2| + |ψ6⟩⟨ψ5| + |ψ10⟩⟨ψ9|

+ |ψ14⟩⟨ψ13|
)

+ H.c.,
Hal =Ω1(t)|ψ2⟩⟨ψ1| + Ω2(t)|ψ7⟩⟨ψ6|

+ Ω3(t)|ψ11⟩⟨ψ10| + Ω4(t)|ψ15⟩⟨ψ14| + H.c.,
Hcf =v

(
|ψ4⟩⟨ψ3| + |ψ5⟩⟨ψ4| + |ψ8⟩⟨ψ3|

+ |ψ9⟩⟨ψ8| + |ψ12⟩⟨ψ3| + |ψ13⟩⟨ψ12|
)

+ H.c..(3)

For simplicity, it is assumed that v = λ in the calcula-
tion. According to quantum Zeno dynamics, the Hilbert
space can be decomposed into several subspaces. Since
the initial state is |ψ1⟩ = |R(1)GGG⟩|0⟩all, the whole
evolution process will be restricted to the dark-state
subspace spanned by {|ψ1⟩, |ψ7⟩, |ψ11⟩, |ψ15⟩, |ϕ⟩} ,
where |ϕ⟩ = 1/

√
15(3|ψ2⟩ − |ψ4⟩ + |ψ6⟩ − |ψ8⟩ + |ψ10⟩ −

|ψ12⟩ + |ψ14⟩). Thus, the effective Hamiltonian can be
written as

Heff = ξ0P0 + P0HalP0, (4)

where P0 denotes the projection operator[64], The
explicit expression is P0 =

∑
m |m⟩⟨m| (m ∈

{|ψ1⟩, |ψ7⟩, |ψ11⟩, |ψ15⟩, |ϕ⟩}). Since the system evolves

in dark space, Since the system evolves in dark space,
i.e. ξ0 = 0. We let Ω′

2(t) = 1/
√

5Ω2(t) = 1/
√

5Ω3(t) =
1/

√
5Ω4(t), Ω′

1(t) = 3Ω1(t)/
√

15, |Ψ⟩ = 1/
√

3(|ψ7⟩ +
|ψ11⟩ + |ψ15⟩), then the effective Hamiltonian becomes

Heff = Ω′
1(t)|ϕ⟩⟨ψ1| + Ω′

2(t)|Ψ⟩⟨ϕ| + H.c.. (5)

For convenience, let |ψ1⟩ = (1, 0, 0)T , |ϕ⟩ = (0, 1, 0)T

and |Ψ⟩ = (0, 0, 1)T , in which case the effective Hamil-
tonian can be rewritten as

Heff = Ω′(t)

 0 sin θ1(t) 0
sin θ1(t) 0 cos θ1(t)

0 cos θ1(t) 0

 , (6)

where,

θ1(t) = arctan Ω′
1(t)

Ω′
2(t)

, Ω′(t) =
√

Ω′
1(t)2 + Ω′

2(t)2.

(7)

The eigenvalues of this effective Hamiltonian are ζ0 = 0
and ζ± = ±Ω′(t), and the corresponding eigenstates are

|φ0(t)⟩ =

 cos θ1(t)
0

− sin θ1(t)

 ,

|φ±(t)⟩ = 1√
2

 sin θ1(t)
±1

cos θ1(t)

 . (8)

According to the adiabatic evolution theory[65, 66], if
the initial state of a system is in an eigenstate, it can
continue to evolve adiabatically along the eigenstate.
Specifically, if the state of the system at the initial
time is |ψ1⟩, and is in the eigenstate ζ0(t), then the
system will evolve adiabatically along the eigenstate
ζ0(t). The target state of the scheme is the W state
i.e. 1/2(|ψ1⟩ + |ψ7⟩ + |ψ11⟩ + |ψ15⟩), which can be fur-
ther expressed as 1/2|ψ1⟩+

√
3/2|Ψ⟩. According to this,

it is easy to obtain the boundary conditions about θ1,
that is, θ1(0) = 0, θ1(T ) = −π/3 (where T is the evo-
lution time of the system). For a better analysis of the
Hamiltonian, a unitary transformation is applied to it

A1 =

 cos θ1(t) sin θ1(t)√
2

sin θ1(t)√
2

0 1√
2 − 1√

2
− sin θ1(t) cos θ1(t)√

2
cos θ1(t)√

2

 , (9)

through H1 = A†
1HeffA− iA†

1∂tA1, we can obtain

H1 =

0 0 0
0 Ω′(t) 0
0 0 −Ω′(t)



− i


0 θ̇1(t)√

2
θ̇1(t)√

2

− θ̇1(t)√
2 0 0

− θ̇1(t)√
2 0 0

 , (10)
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According to (10), we can found the adiabatic approx-
imation condition for adiabatic evolution is |Ω′(t)| ≫
|θ̇1/

√
2|, this is, coupling strength |θ̇1/

√
2| between dif-

ferent eigenstates must be negligible. Some researchers
have proposed adding a counterdiabatic term to elimi-
nate or suppress this adiabatic coupling[59]. It is easy
to see that adding the term H

(1)
CD = iA†

1∂tA1 to the
Hamiltonian can cancel exactly the term that causes
the adiabatic coupling −iA†

1∂tA1. Therefore, the coun-
terdiabatic term added to the original Hamiltonian can
be written as

H
(1)
CD =

 0 0 iθ̇1(t)
0 0 0

−iθ̇1(t) 0 0

 , (11)

However, Eq.(11) indicates that the added counterdia-
batic Hamiltonian requires a direct coupling between
|ψ1⟩ and |Ψ⟩, which is generally difficult to implement
in practice. In order to find the appropriate Hamilto-
nian, the analysis is carried out in the superadiabatic
picture (i.e., the second picture iteration). The eigen-
values of the Hamiltonian H1 (10) are 0, ±Ω′′(t), where
Ω′′(t) =

√
Ω′2(t) + θ̇2

1(t). The corresponding eigen-
states are

|ξ0(t)⟩ =

 −i sin θ2(t)
− cos θ2(t)√

2
cos θ2(t)√

2

 ,

|ξ±(t)⟩ = 1√
2

 ∓i cos θ2(t)√
2

1
2 (1 ± sin θ2(t))
1
2 (1 ∓ sin θ2(t))

 , (12)

in the formula θ2(t) = arctan |θ̇1(t)|/Ω′(t). Next, we
perform the second unitary transformation

A2 =


−i sin θ2(t) − i cos θ2(t)√

2
i cos θ2(t)√

2
− cos θ2(t)√

2
1
2 (1 + sin θ2(t)) 1

2 (1 − sin θ2(t))
cos θ2(t)√

2
1
2 (1 − sin θ2(t)) 1

2 (1 + sin θ2(t))


(13)

through H2 = A†
2H1A − iA†

2∂tA2, it can be easily ob-
tained

H2 =

0 0 0
0 Ω′′(t) 0
0 0 −Ω′′(t)



− i


0 − θ̇2(t)√

2
θ̇2(t)√

2
θ̇2(t)√

2 0 0
− θ̇2(t)√

2 0 0

 , (14)

the counterdiabatic term in the superadiabatic picture
can be obtained as H(2)

CD = iA†
2∂tA2, which corresponds

to the second term in (14). Its explicit form in the
original picture can be readily obtained as H

(2)
CD =

iA1∂tA2A
†
2A

†
1

H
(2)
CD = θ̇2(t)

 0 − cos θ1(t) 0
− cos θ1(t) 0 sin θ1(t)

0 sin θ1(t) 0

 .

(15)

By adding the counterdiabatic term to the effective
Hamiltonian Heff , the modified Hamiltonian is given
by

H̃ =Heff +H
(2)
CD

=

 0 Ω′(t) sin θ1(t) − θ̇2(t) cos θ1(t) 0
Ω′(t) sin θ1(t) − θ̇2(t) cos θ1(t) 0 Ω′(t) cos θ1(t) + θ̇2(t) sin θ1(t)

0 Ω′(t) cos θ1(t) + θ̇2(t) sin θ1(t) 0

 , (16)

It can be seen that the added counterdiabatic term H
(2)
CD

is a correction to the original pulse, which can be readily
implemented in experiments.

III. NUMERICAL SIMULATION

According to the boundary conditions of the stimu-
lated Raman adiabatic passage, Ω′

1 and Ω′
2 can be cho-

sen in the following form

Ω′
1(t) = sinϑΩ0 exp

[
−(t− t0 − T/2)2

t2c

]
,

Ω′
2(t) =Ω0 exp

[
−(t+ t0 − T/2)2

t2c

]
+ cosϑΩ0 exp

[
−(t− t0 − T/2)2

t2c

]
. (17)

where, ϑ = −π/3, Ω0 is the pulse amplitude, here
t0 = 0.14T , tc = 0.19T , T is the evolution time. For
these two pulses, one can determine the θ1(t) and θ2(t).
In Fig. 3, we plot the relation between θ1(t) and the



5

0 0.5 1
-1.2

-1

-0.8

-0.6

-0.4

-0.2

0
1

0
- /3

FIG. 3: The θ1(t) as a function of the time. The
parameters t0 = 0.14T and tc = 0.19T .
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FIG. 4: The θ2(t) as a function of the time. The
parameters t0 = 0.14Tand tc = 0.19T .

evolution time. According to (7) and (17), θ1(t) is inde-
pendent of Ω0. And by combining with Fig. 3, it can be
concluded that, regardless of the value of Ω0, the condi-
tions θ1(0) = 0 and θ1(T ) = −π/3 are always satisfied.
In Fig. 3, we plot the relation between |θ2(t)| and the
evolution time, we can found when Ω0 is large enough,
the condition θ2(0) = θ2(T ) can also be satisfied. How-
ever, since the limit condition Ωk(t) ≪ {λ, v}min is re-
quired in this scheme, so the Ω0 cannot be too large.
In order to select the appropriate Ω0 , we plot the fi-
nal fidelity Fig. 5 plots F (T ) = |⟨ψW |ψ(T )⟩|2 versus
Ω0 , where ψ(T ) is the final state of the whole sys-
tem. According to Fig. 5, one can choose Ω0 = 8/T and
λ = 80/T .

Due to the complexity of the Ω′
1(t) and Ω′

2(t), Gaus-
sian fitting is applied to further enhance the experimen-
tal feasibility. The two fitted pulses can be expressed

0 20 40 60 80 100

0.94

0.96

0.98

1

(8, 0.9994)

FIG. 5: The influence of Ω0(T−1) on fidelity F (T ).
When Ω0 = 8T−1, the fidelity F (T ) = 0.9994.

0
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0 0.2 0.4 0.6 0.8 1
0

5

10 (b)

FIG. 6: (a) Comparing the pulse Ω′
1(t) and the fitting

of gaussian pulse Ω̃1(t). (b) Comparing the pulse Ω′
2(t)

and the fitting of gaussian pulse Ω̃2(t).

as

Ω̃1(t) =
2∑

i=1
c1i exp−(t−m1i)2/n2

1i ,

Ω̃2(t) =
2∑

i=1
−c2i exp−(t−m2i)2/n2

2i , (18)

The corresponding parameters of the two pulses are

c11 = 5.912/T, m11 = 0.6838T, n11 = 0.1561T,
c12 = 4.784/T, m12 = 0.4265T, n12 = 0.09342T,
c21 = 7.590/T, m21 = 0.5857T, n21 = 0.1888T,
c22 = 7.111/T, m22 = 0.3132T, n22 = 0.1538T.

As shown in Fig. 6, Ω̃1(t) and Ω̃2(t) of the fitted pulse
are highly coincident with the Ω′

1(t) and Ω′
2(t)of the

original pulse, so the fitted pulse can be used to replace
the original pulse for test operation. To illustrate the
features of our scheme, Fig. 7 shows the time evolu-
tion of the fidelity of the W state under different condi-
tions. By comparing the three cases, it can be concluded
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FIG. 7: Under the three different conditions:
superadiabatic iteration T = 8/Ω0, adiabatic evolution
T = 8/Ω0 and adiabatic evolution T = 35/Ω0, the

fidelity of W state as a function of the time.

that the superadiabatic iteration method requires sig-
nificantly less time to evolve to the W state than the
adiabatic method.

In addition, in order to further verify the practical
effect of the scheme, the effects of atomic spontaneous
emission, photon leakage in the cavity and fiber on the
scheme are also considered, and the master equation of
the system can be written as

ρ̇(t) =i[ρ(t),Htot]

+
4∑

k=1

[
LR

k ρL
R
k

† − 1
2

(LR
k

†LR
k ρ+ ρLR

k
†LR

k )
]

+
4∑

k=1

[
LE

k ρL
E
k

† − 1
2

(LE
k

†LE
k ρ+ ρLE

k
†LE

k )
]

+
4∑

k=1

[
Lc

kρL
c
k

† − 1
2

(Lc
k

†Lc
k ρ+ ρLc

k
†Lc

k )
]

+
3∑

k=1

[
Lf

kρL
f
k

† − 1
2

(Lf
k

†Lf
k ρ+ ρLf

k
†Lf

k )
]
,

(19)

where, Lkdescribes the decoherence effect, LR
k =√

γR
k |E(1)⟩k⟨R(1)| is k-th superatom |R(1)⟩ → |E(1)⟩,

LE
k =

√
γE

k |G⟩k⟨E(1)| represents the spontaneous emis-
sion of the k-th superatom from |E(1)⟩ to |G⟩. Lc

k =√
κc

ka is the attenuation of photons in the k-th cavity,

and Lf
k =

√
κf

kb is the attenuation of photons in the k-th
fiber. For ease of calculation, let γR

k = 0.01γ, γE
k = γ,

and κf
k = κc

k = κ. It can be seen from the Fig. 8
that the superadiabatic scheme is more sensitive to the
atomic spontaneous emission than the photon leakage

FIG. 8: The relationship between the fidelity of the W
state and κ/λ, γ/λ by the Hamiltonian Htot.

T = 8/Ω0, Ω0 = 0.1λ.

in the cavity-fiber system. But in general, the scheme is
robust to the decoherence effects caused by atomic spon-
taneous emission and photon leakage Even in the case of
κ/λ = γ/λ = 0.005, the final fidelity F (T ) is still higher
than 97.5%. In practical operations, operational devi-
ations are inevitable. Therefore, we further investigate
the influence of variations in the fitted pulses Ω̃1(t) and
Ω̃2(t), the parameter λ, and the coupling strength v be-
tween the cavity and the fiber on the final fidelity. Fig. 9
illustrates the dependence of the final fidelity on the rel-
ative errors of these parameters. As shown in Figs. 9(a)
and 9(b), the scheme exhibits robustness against fluctu-
ations in the fitted pulses and in the parameters λ and
v.

In the experiment, Rydberg super atoms can be pre-
pared by placing an ensemble of 87Rb atoms in a
magneto-optical trap in an ultra-high vacuum cavity.
When the atomic ensemble is further cooled, the final
atomic cloud can contain 25000 atoms [48]. Consider-
ing the experimental paramete [67–70], Rydberg super-
atoms containing n = 104 87Rb atoms can be prepared
in a magneto-optical trap. The control field drives the
transition of the |e⟩ ↔ |r⟩ at a Rabi frequency ∼ 2π×10
MHz, he radiative decay rate of the intermediate state
is ∼ 2π× 3 MHz, the decay rate of the Rydberg state is
∼ 2π×1 kHz, and the decay of the cavity is ∼ 2π×0.66
MHz, Under this experimental condition, the fidelity of
the scheme can reach more than 97.7%.
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FIG. 9: (a)The fidelity versus δΩ̃1 and δΩ̃2. (b)The
fidelity versus δλ and δv.

IV. PREPARATION OF THE W STATE OF N
RYDBERG SUPERATOMS

Because the more the number of entangled qubits
is, the more significant the non-classical effect is, and
the more important it is for quantum applications, the
above W state preparation method will be further ex-
tended to the preparation of N particle W state. The
physical model is shown as Fig. 10, in which N Rydberg
superatoms are placed in different vacuum cavities, the
second to N cavities are connected to the first cavity,
and the effective energy level structure of each super-
atom is the same as that of Fig. 1 (b). The interaction
Hamiltonian in the rotating wave approximation for this
system is

Htot = Hac +Hal +Hcf ,

Hac =
N∑

k=1

λkak|E(1)⟩k⟨G| + H.c.,

Hal =
N∑

k=1

Ωk(t)|E(1)⟩k⟨R(1)| + H.c.,

Hcf =
N−1∑
k=1

v(a1 + ak+1)b†
k + H.c.. (20)

Assuming that the initial state is |ψ1⟩ =

|R(1)GG · · ·GG⟩, and assuming that v = λ, Ωk = Ω(k =
2, 3, 4, · · · , N), the final effective Hamiltonian can be ob-
tained by using the same derivation method as Eq. (1)
to Eq. (8).

Heff = Ω′
1(t)|ψ1⟩⟨ϕ| + Ω′

2(t)|ϕ⟩⟨Ψ| + H.c., (21)

where|Ψ⟩ = 1/
√
N − 1(|GR(1)G · · ·GG⟩ +

|GGR(1) · · ·GG⟩ + · · · + |GGG · · ·R(1)G⟩ +
|GGG · · ·GR(1)⟩), Ω′

1(t) = (N − 1)/
√
N2 − 1Ω1(t),

Ω′
2(t) = 1/

√
N2 − 1Ω(t). Comparing the Eq.(21)

and Eq. (5) of the four-particle case, they are
only different in the coefficients. It is obvious
that the desired N particle W state can be ob-
tained by a process similar to the four-particle W
state1/

√
N |R(1)GG · · ·GG⟩ +

√
N − 1/

√
N |Ψ⟩.

FIG. 10: A schematic diagram illustrating the
structure of N -Rydberg superatom-cavity system.

Each of the Rydberg superatom is placed in a separate
vacuum cavity, with cavities 2 through N all connected

to cavity 1. ΩN is the classical field-driven Rabi
frequency in the N -th cavity.

V. CONCLUSION

In this paper, we propose a scheme for rapid prepa-
ration of W state by applying the superadiabatic itera-
tion technique to Rydberg superatomic system without
precise control of experimental parameters and inter-
action time. A key feature of this scheme is that the
anti-adiabatic Hamiltonian has the same form as the
effective Hamiltonian, which simplifies the experimen-
tal implementation process and reduces the difficulty in
experimental operation. The numerical simulation re-
sults show that the scheme can not only efficiently pre-
pare the W state, but also has high fidelity and experi-
mental feasibility. Numerical simulation analysis shows
that the fidelity of the scheme can maintain high ro-
bustness even under the decoherence effect caused by
atomic spontaneous emission and photon leakage. Even
when the atomic spontaneous emission and photon leak-
age are large, the fidelity can still be maintained above
97.5%, indicating the potential of the scheme in prac-
tice. In general, the preparation scheme of Rydberg
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super atom W state based on superadiabatic iteration
technique proposed in this paper provides a new idea

for the preparation of entangled States of multi-particle
quantum systems in the future, and shows high scala-
bility and practicability.
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