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The optimal control of population transfer for multi-level systems is investigated from the perspec-
tive of quantum geometry. Firstly, the general theoretical framework of optimizing the stimulated
Raman adiabatic passage (STIRAP) scheme based on the dynamical quantum geometric tensor is
given, and then the dynamical quantum geometric tensor and the nonadiabatic transition rate are
calculated by taking the detuned A-type three-level system and tripod-type four-level system for
example. Secondly, the transfer dynamics of the particle population of the system are investigated
in detail. For a three-level system, the optimal STIRAP scheme has an efficiency of over 98% in
transferring the population to the final state, while the transfer efficiency of traditional STIRAP
is about 72%. The superposition states with arbitrary proportions can be efficiently prepared for
a four-level system due to the decoupling of the degenerate dark states. Finally, the influences of
system parameters, such as the operation time of the Rabi pulses, the amplitude fluctuation and the
single-photon detuning, on the transfer process are discussed. Especially, the phenomenon of the a-
diabatic resonance transfer is revealed. Choosing the pulse parameters in the resonance window can
reduce the infidelity of the population transfer to below 1073, It is found that the optimal STIRAP
scheme by the dynamical quantum geometric tensor provides faster and more efficient transfer than

the traditional STIRAP scheme.

I. Introduction

Quantum adiabatic control technology provides a set
of effective ideas to control quantum systems, and its
theoretical basis is the quantum adiabatic theorem. In
1928, Born and Fock proposed the theory that a quantum
system evolves adiabatically following its energy eigen-
state [1, 2]. They proved that if there is an energy
gap between a particular energy eigenvalue of the system
and the rest of the energy spectrum, and a given time-
dependent perturbation acting on it is slow enough, then
the system can always remain in its corresponding in-
stantaneous eigenstate. The quantum adiabatic theorem
is one of the most important conclusions in quantum the-
ory, which has a wide range of applications in theory and
practice [3, 4]. In quantum adiabatic evolution, the pro-
cess of stimulated Raman adiabatic passage (STIRAP)
is one of the most effective schemes to realize population
transfer [5]. In 1991, Shore et al. demonstrated an effi-
cient method for adiabatic population transfer between
two discrete quantum states in atoms or molecules [6].
The method was soon extended to systems with three
discrete quantum states [7—11]. Two delayed laser pulses
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are applied to a three-level system to achieve complete
population transfer between two lower energy levels (vi-
a a higher intermediate level). In particular, the pulse
sequence employed in the STIRAP scheme is counter-
intuitive, i.e., the Stokes laser pulse couples the interme-
diate and final states, switching on prior to (but over-
lapping with) the pump laser pulse, which couples the
initial and intermediate states. The intensity of the laser
field should be high enough to produce multiple Rabi
oscillation cycles. The laser-induced coherence between
quantum states can be adjusted by time delay to ensure
that the instantaneous population of the intermediate s-
tate is almost zero and the population loss caused by
radiation attenuation is avoided [5, 6, 12]. In order to
achieve a more efficient transfer, this requires the sys-
tem to meet specific adiabatic conditions [13]. However,
the process that satisfies the adiabatic condition must be
an extremely slow process, which usually has significant
disadvantages in practical applications.

In order to speed up the quantum adiabatic process
and maintain high transfer efficiency, researchers have
proposed some new control schemes, such as quantum
shortcut to adiabaticity (STA) [14-16]. This scheme has
been discussed in depth in many systems, such as nuclear
magnetic resonance spin system [17], quantum dot sys-
tem [18], atomic system in cavity [19-21] and supercon-
ducting qubit system [22]. In the manipulation of macro-
scopic quantum systems, nonadiabatic quantum control
of spinor Bose-Einstein condensates has also been stud-
ied [23, 24]. In addition, the current methods that can
accelerate the quantum adiabatic conversion include the
quantum driving without transition [25, 26|, the Lewis-
Riesenfeld adiabatic invariant theory [27, 28], the fast-
forward method [29, 30|, and the non-Hermitian short-
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cut technique [31-33]. These methods lay a solid the-
oretical foundation for the adiabatic shortcut of popu-
lation transfer process in quantum system. Recently,
researchers have proposed an optimization method for
the STIRAP based on the dynamical quantum geometric
tensor, which uses optimal control techniques to imple-
ment the evolution of quantum states along the geodesic
path in parameter space to eliminate or reduce the non-
adiabatic effects in the process [34, 35]. This method can
significantly shorten the time required for the adiabatic
quantum transfer process and is robust to systematic and
random errors. However, the existing research is main-
ly focused on the non-degenerate three-level system with
zero detuning, and the multi-level system with detuning
and level degeneracy has not been studied.

The purpose of this paper is to study the optimiza-
tion of the STIRAP in A-type three-level system and
tripod-type four-level system with single-photon detun-
ing by using the quantum geometric tensor. Sec. I-
I presents a general theoretical framework for optimal
control of multi-level STIRAP technology based on the
dynamical quantum geometric tensor. The optimization
scheme and calculation results for a three-level system
with single-photon detuning are presented in detail in
Sec. III. Sec. IV presents the optimization scheme and
calculation results for a four-level system with detuning,
focusing on the decoupling of degenerate double dark s-
tates and the fast and efficient preparation of quantum
superposition states in a four-level system. By comparing
with the traditional STIRAP method, this paper demon-
strates the robustness of the optimized STIRAP method
in the process of quantum state population transfer of
multi-level systems. Finally, the conclusion is given in
Sec. V.

II. General theory of optimizing STIRAP based on
dynamical quantum geometric tensor

First, we introduce the definition of the dynamical
quantum geometric tensor and the general theoretical
framework for optimizing STIRAP based on the tensor
(hereinafter referred to as optimized STIRAP or OSTI-
RAP). An N-dimensional quantum system described by
a time-dependent Hamiltonian H(¢) with nondegenerate
instantaneous eigenvalues F,(t) and eigenstates |E,(t))
(where 1 < n < N) is considered. According to the
quantum adiabatic theorem, if the system is initially in
the nth eigenstate of the Hamiltonian, the final state of
the system will remain in its nth adiabatic eigenstate as
long as the parameters change slowly enough. However,
for a process occurring within a finite time, the time evo-
lution of the system will induce a nonadiabatic transition,
leading to a deviation from the adiabatic eigenstate and
ultimately affecting the population transfer efficiency of
the system.

In order to determine the degree of nonadiabatic tran-
sition, the time-evolving state can be expanded in the
adiabatic basis, that is, |, (t)) = >, cni(t) [Ei(t)). The
Schrédinger equation satisfied by the state vector can be
transformed into an equation for the amplitude of the
state vector:

a;zz = —iE(t)en — ;<El(t)|;|Em(t>>cnm, (1)

The degree of nonadiabatic transition of the adiabat-
ic eigenstate |E,(t)) can be quantitatively described
by the nonadiabatic transition probability PI(t) =
> isn leai(t)]?. According to the higher-order adiabatic
approximation [36-38], there are upper and lower bound-
s for the first-order term of P (t), that is, P, (t) <
PI(t) < PT,(t), and
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where 7 is the time required for the evolution process.

T, describes the nonadiabatic transition rate between
the nth and Ith energy levels in the form of
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1<n,l<N, (3)

where s = t/7 is the normalized time. The total
nonadiabatic transition rate of the system is T),(s) =
> iin |T,:(s)[2]*/2. The Hamiltonian H (t) of the system
is time-dependent if the parameters R, 4(t) (1 < p,q <
M) are time-dependent. The total nonadiabatic transi-
tion rate can be calculated using the dynamical quantum
geometric tensor [34, 35]:
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where the dynamical quantum geometric tensor D,, pq is
defined as
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As a metric in the parameter space, D,, ,, quantitatively
characterizes the total nonadiabatic transition rate and
plays a dominant role in the whole optimization process
of the system [34]. In order to keep the evolution process
in the adiabatic passage, the global nonadiabatic tran-
sition rate T,,(s) should be as small as possible. This
will make the time-evolving state deviate from the adi-
abatic eigenstate uniformly and leads to the adiabatic
resonance phenomenon of the system, that is, the sys-
tem returns to the adiabatic eigenstate at the resonance



point [39]. At this time, the upper and lower bounds of
the nonadiabatic transition probability in Eq. (2) become
PT. = +4T2(s)/72, which is inversely proportional to
the square of the operation time. Based on an adiabatic
control pulse with constant T),(s), high efficiency quan-
tum adiabatic population transfer can be achieved in a
short time.

III. Optimized STIRAP scheme for a three-level
system

A. Quantum geometric tensor of three-level system
and calculation of nonadiabatic transition rate

FIG. 1: Schematic diagram of the STIRAP scheme for a three-
level system with single photon detuning

The traditional STIRAP scheme of the A-type three-
level system shown in Fig. 1 is optimized by using the
above theory to realize the fast and efficient population
transfer of the system from the state |1) to the state |3).
In this paper, we focus on the optimization scheme and
calculation results of a three-level system based on the
dynamical quantum geometric tensor in the presence of
single-photon detuning, which naturally includes the case
of zero detuning.

In the rotating wave approximation, the Hamiltonian
of the three-level system shown in Fig. 1 is [40-44]:

B 0 Qp(t) 0
H(t)=5 | Qp@#) A) Qs(1) ], (6)
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where Qp(t) stands for the pump laser pulse coupling the
states |1) and |2), Qg(¢) stands for the Stokes laser pulse
relating the states |3) and |2), and A(¢) is the single-
photon detuning. The eigenvalues of this Hamiltonian
are A\g = 0 and Ay = A[A £ VA2 +02]/2, where Q =
Q2 + Q. The corresponding eigenstates of the system

are

A1) =sin@(t) sin ¢(t) [1) + cos p(t) |2) + cos O(t) sin o(t) |3)

[Ao) = cos@(t) |1) —sin (1) |3),

A=) = sin6(t) cos ¢(t) |1) — sin ¢(t) |2) + cos O(¢) cos ¢(¢) |3) ,

where the mixing angles satisfy tan0(t) = Qp(t)/Qs(?)
and tan2¢(t) = Q(t)/A(t). The eigenstate |\g) corre-
sponding to the eigenvalue Ay = 0 is called the dark state,
and the remainders are called the bright states. Accord-
ing to Eq. (5), the dynamical quantum geometric tensor
of the three-level system with detuning can be calculated
as follows [34, 35]:
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with
My = (A+ /A2 402 [0% + (A+ /A2 +02)7].

The total nonadiabatic transition rate of the three-level
system can be obtained from Eq. (4):

- 2 . . ..
To(s) = 0 (Q2QF + Q20 — 2Q5QpQs0p)

Eq. (9) gives the total nonadiabatic transition rate of the
system Tn(s) in general cases. When A = 0, the dy-
namical quantum geometric tensor and the total nona-
diabatic transition rate of the system will reduce to the
corresponding results without detuning [34]. By keeping
the total nonadiabatic transition rate constant, the nona-
diabatic effects during the adiabatic evolution can be pe-
riodically self-cancelled, resulting in adiabatic transfer in



a relatively short time [34, 39].
The total nonadiabatic transition rate is used to opti-
mize the pulses, which makes T}, (s) a constant. A opti-

mal combination of Rabi pulses is obtained:
Qp (s) = Qosin (as), Qg (s) = Qgcos (as).  (10)

The total nonadiabatic transition rate becomes

T() = 20 ({103 +(ay /a2 1 o)A+ /a2 + 037}

o+ a—yarapa— o) )"

According to this equation, increasing the intensity Qg
of the laser pulse results in a reduced nonadiabatic tran-
sition rate and improved population transfer efficiency.
When s = 0, the evolved state of the system coincides
with the dark state, and then it will evolve along the
dark state channel. When s = 1, the system natural-
ly evolves to the final target state. It can be seen from
Eq. (10) that the phase as of the optimized pulse will
change from 0 to « in the range of s = [0, 1], and «s is
equivalent to the mixing angle § = arctan(Qp /Qs) in the
traditional STIRAP process. In the following calculation,
the optimized pulse parameter o« = 7/2 is taken, which
enables the particles initially populated in the state |1)
to be completely transferred to the state |3).
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FIG. 2: Rabi pulse’s structures and the evolution results of
the populations for the three-level system: (a) Pulse struc-
tures for the optimal STIRAP; (b) Evolution of the popula-
tions for the optimal STIRAP; (c) Pulse structures for the
traditional STIRAP; (d) Evolution of the populations for the
traditional STIRAP (The pulse operating time 7 = 4us, the
pulse peak 20=30.79MHz, and the detuning A = 2rMHz)

B. Population transfer dynamics of a three-level
system

Based on the Rabi pulses given in Eq. (10), the pop-
ulation evolution of the system under the action of the

optimized pulse can be calculated. The traditional STI-
RAP scheme uses the following Gaussian pulses:

Qp (t) = Qo exp[—(t — 7/2 — u)* /o],

Qs (1) = Qexpl (1 — /2 + P fo?. )

By comparing the evolution results of the optimized STI-
RAP and traditional STIRAP, the superiority of the op-

~timized STIRAP using the dynamic quantum geometric
tensor is demonstrated. In the calculation, the full width
at half maximum of the pulse 0 = 7/6 and the separa-
tion time of two pulses y = 7/10 are used. Fig. 2(a) and
Fig. 2(c) gives the pulse structures of the optimized and
conventional STIRAP schemes, respectively. The opti-
mized STIRAP pulse has the maximum intensity of the
Stokes pulse from the beginning of the evolution, while
the intensity of the pump pulse is zero. As the evolution
goes on, the intensity of the Stokes pulse decreases ac-
cording to cos(ms/2), and the intensity of the pump pulse
increases according to sin(ws/2). In contrast, the inten-
sities of the Stokes and pump pulses are zeroes for the
traditional STIRAP at the beginning of evolution, but
the intensity of the Stokes pulse will reach the maximum
first, and then the intensity of the pump pulse will reach
the maximum, which is so called a counter-intuitive pulse
sequence. The population evolutions of the optimized
STIRAP and traditional STIRAP are shown in Fig. 2(b)
and Fig. 2(d). It can be seen that the efficiency of the
optimized STIRAP to transfer the population to the s-
tate |3) is more than 98%, while the transfer efficiency
of the traditional STIRAP is about 72%. The reason is
that the operation time 7 of the system is short, and the
traditional STIRAP scheme cannot meet the adiabatic
condition well. The nonadiabatic transition rate in the
optimized STIRAP scheme is a small constant, so the
nonadiabatic transition rate is not very large even in a
short operation time, and the adiabatic transfer can be
well realized.
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FIG. 3: Variation of the mixing angle with time (The red
solid line indicates the mixing angle for the optimal STIRAP
and the blue dashed line indicates the mixing angle for the
traditional STIRAP)

We can further examine the difference between opti-
mized and traditional STIRAP schemes from the change



of mixing angle with time. Fig. 3 gives the change of the
mixing angle of the system with time for the two trans-
fer schemes. In the conventional STIRAP scheme, the
mixing angle 6(t) has a large change rate in the s from
0.3 to 0.7, which will destroy the local adiabatic con-
dition, increase the nonadiabatic transition rate of the
system, and continuously transfer the population to the
bright state channel. The equivalent mixing angle as in
the optimized STIRAP scheme is a straight line passing
through the origin with a slope of a. At the end of the
evolution, there are as = 7/2.
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FIG. 4: Change of the infidelity with time for the three-level
system: (a) The case without detuning (A=0); (b) The case
with detuning (A=27MHz) (The red solid line correspond-
s to the optimal STIRAP scheme and the blue dashed line
corresponds to the traditional STIRAP one; The pulse peak
90:35MHZ)

C. Effect of external field parameters on population
transfer process

Fig. 4(a) gives the change of the infidelity of the system
with the operation time of the pulse in the absence of de-
tuning. The infidelity is defined as the total population
minus the population on the state |3) after the evolu-
tion. The smaller the infidelity, the higher the transfer
efficiency, and the more stable the transfer process for
the change of parameters. Fig. 4 shows that the infideli-
ty of the optimized STIRAP changes periodically with
7. With the extension of the operation time, the highest
point of the infidelity decreases gradually, and the low-
est point corresponds to a series of time windows. By
selecting the operation time within these time windows,

the infidelity of the optimized STIRAP can be kept be-
low 1073. For example, in the first time window, when
7 = 3.7us is selected, the infidelity of the optimized STI-
RAP can be reduced to below 10~3. However, in the tra-
ditional STIRAP scheme with the Gaussian pulses, the
overall infidelity decreases slowly, and the infidelity of the
transfer process cannot be reduced below 10~3 until the
operation time is 23.8us.
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FIG. 5: Variation of the infidelity with the fluctuation of the
pulse peak for the three-level system: (a) The case without
detuning (A=0); (b) The case with detuning (A=27MHz)
(The red solid line denotes the optimal STIRAP scheme and
the blue dashed line denotes the traditional STIRAP one; The
pulse peak Q20=35MHz and the operating time 7=7.4us)
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FIG. 6: Variation of the infidelity with single-photon detun-
ing for the three-level system (The red solid line denotes the
optimal STIRAP scheme and the blue dashed line denotes the
traditional STIRAP one; The pulse peak Qg =35MHz and the
pulse operating time 7=7.4us)

The results show that the optimized STIRAP can
achieve nearly complete population transfer in a relative-
ly short time by selecting a specific operating window at



the very low point. Fig. 4(b) gives the variation of the
infidelity with the operation time in the presence of the
detuning. When the detuning is not zero, the period-
icity of the infidelity for the optimized STIRAP is af-
fected, and the overall infidelity moves up, but there are
still some very low points of the infidelity. In the cor-
responding low operating window, the system can still
achieve enough population transfer, so that the infideli-
ty is reduced to below 1072, In a word, the optimized
STIRAP can perform more complete population trans-
fer in a shorter time, while the existence of detuning will
significantly reduce the transfer efficiency of the process.

D. Stability of population transfer in a three-level
system

Next, the stability of the optimized STIRAP and tra-
ditional STTRAP on the system’s parameters is studied.
Firstly, the influence of the fluctuation of the pulse peak
Qg on the optimized STIRAP is analyzed. The peak val-
ue of the pulse is taken as Q¢(1 + n). The variation of
the infidelity with the fluctuation 7 is given in Fig. 5.
The selected pulse operation time is 7 = 7.4us, which
is in the second time window of Fig. 4(a). Fig. 5(a)
gives the change of infidelity with 1 when the detuning is
A = 0. The infidelity distribution of the optimized STI-
RAP is asymmetric about n = 0, and the overall trend
decreases slightly with the increase of 1. The infidelity
of the traditional STIRAP decreases with the increase of
7. The infidelity of the optimized STIRAP is always less
than that of the traditional STIRAP. At n = —0.15 and
0.13, the infidelity of the optimized STIRAP has a very
low resonance point and can be reduced to below 1076.
Fig. 5(b) gives the variation of the infidelity with n when
the detuning is A = 2xrMHz. It can be seen that with
the appearance of the detuning, the infidelity of the opti-
mized STIRAP increases as a whole, it’s average value is
about 10~2. The resonance peak is obviously broadened,
and the infidelity of the optimized STIRAP is still small-
er than that of the traditional STTRAP in the presence
of the detuning.

The effect of a variation of the detuning A on the op-
timized STIRAP is considered below. Similarly, the in-
fidelity is used as the criterion for judging the transfer
efficiency. From Fig. 6, it can be seen that the infidelity
of the optimized STTRAP demonstrates a series of reso-
nance windows, and the infidelities of all the resonance
points can be reduced to lower than 1072. In the tra-
ditional STIRAP, the infidelity increases with increasing
the absolute value of the detuning. The transition trends
in both cases are symmetric about A = 0. For any value

of the detuning, the infidelity of the traditional STIRAP
process is greater than that of the optimized STIRAP
process.
IV. OPTIMIZED STIRAP SCHEME FOR A
FOUR-LEVEL SYSTEM

A. Decoupling method for degenerate double dark
states of a four-level system

Consider the adiabatic population transfer process of
a tripod-type four-level system indicated by Fig. 7. The
system can realize population transfer from the state |1)
to the states |3) and |4), and can also form quantum
superposition states of the states |3) and |4) in any pro-
portion. In the rotating-wave approximation, the Hamil-
tonian of this four-level system is [7, 12, 45-48)|

FIG. 7: Schematic diagram of the STIRAP scheme for a four-
level system with single photon detuning

0 Qp(t) 0 0
A(t) QS(t) QQ(t) (12)
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where Qp(t), Qg(t) and Qg(t) are Rabi pulses between
the coupling ground states |1), |3) and |4) and the ex-
cited state |2). Compared with the three-level system,
the adiabatic transfer for the four-level system is slightly
more complicated due to the existence of two degenerate
dark states. However, under certain conditions, the four-
level system can be reduced into a three-level one. In this
paper, a method for eliminating the influence of degener-
ate energy levels for a four-level system is given [5]. The
method is also applicable to systems with more energy
levels under the same circumstance.

For the above four-level Hamiltonian, its four eigen-
values are Ay = —A_ = Q/2 and Ay = Ay = 0, where

Q = /0% + Q% + Q3. The corresponding eigenstates

are



A=) = cos@(t) sind(t) |1) — sin () |2) + cos ¢(t) cos I (t) cos&(t) |3) + cos p(t) cos I(t) sin&(t) |4) , (13)

where the mixing angles satisfy tan&(t) = Qq(t)/Qs(1),
tand(t) = Qp(t)/(/Q4(t) + Q4 (1), and tan2¢(t) =
Q(t)/AR).

In this system, the eigenstates |A1,2) corresponding to
the two zero eigenvalues \; o are called the dark states,
and the eigenstates | A1) corresponding to the two nonze-
ro eigenvalues Ay are called the bright states. Since the
two eigenstates |A12) with zero eigenvalues are degen-
erate, the nonadiabatic coupling between them cannot

J

cos 0

0 cos
v =| i
—sin¥cos{ sing

sin ¢ sin v

(

be suppressed even if the adiabatic condition is satis-
fied [5]. The coupling between the eigenstates |A;) and
|A2) will seriously affect the efficiency of the final popula-
tion transfer, so it is necessary to find a way to eliminate
this coupling.

In order to establish the relationship between the de-
generate energy levels, we transform the system from the
pure state space to the eigenstate space. The unitary
transformation matrix is [6]

cos ¢ sin v
—sin¢ 0

sin ¢ cos ¥ cos & cos ¢ cos ¥ cos &

—sindsiné —cos§ singcosdsiné cos@cosdsiné

The transformation relation of the system’s Hamiltoni-
an is H(t) = U(t) "H()U(t) + iU~ (t)U(t), which can

J

0 fsinﬂ

fI(t) _ —&sin 0

The Schrodinger equation satisfied by the eigenstates is

d - ST Y
%/\(t) = —i H(t) \(t),

where X(t) = [[Mi(8), [Aa(8), A (8), [A-(0)]T. Tn
this case, if we only need to study the coupling between
[A1(t)) and |[A2(t)), the reduced equations are obtained:

a (|A1<t>>>: S0 —émsmi) ()
dt \|Az2(t)) &(t) sin¥(t) 0 IAa(t)) )

(16)

—Jcosé deosdcos
—9 sin & (;300519 sin &

(

be obtained by substituting (13) in it. The transformed
Hamiltonian is expressed as

Jcosé Jsin &
—¢ cos‘19.cos§ —¢ cos1-9$in§ (15)
s =
¢ 50

For the reduced Schrédinger equation, the general solu-
tions are:

[A1(t)) = [A1(—00)) cos O(t) — [A2(—00)) sin O(2),
. (17)

[A2(t)) = [A2(—00)) cos O(t) — [A1(—00)) sin O(2),
where O(t) = fioo dt’é(t’) sin 9(t).

We have obtained a coupling relation between the t-
wo degenerate eigenstates, in which the new mixing angle
O(t) is the key involving the change of the two degenerate
eigenstates. If ©(t) = 0, the coupling between the two de-



generate states disappears, that is, [A12(¢)) = [A1(—00)),
which will satisfy the requirement of adiabatic transfer.
It can be seen from Eq. (13) that there are only the states
|3) and |[4) but the state |1) doesn’t present in the dark
state |Aa(t)), so it should be ensured that the adiabatic
transfer always evolves along the dark state |\ (¢)), and
the population initially populated on the state |1) is effi-
ciently transferred to the states |3) and [4) excluding the
influence of |Ay(t)). As long as £(t) = 0 is guaranteed,
the nonadiabatic coupling between the two degenerate s-
tates is released due to ©(t) = 0, and the evolution can
proceed along the selected eigenstate |A1(¢)). So the con-
dition for eliminating the nonadiabatic coupling between
two degenerate states is

tan{(t) =

= Constant. (18)

B. Quantum geometric tensor of four-level system
and calculation of nonadiabatic transition rate

We have given the condition to eliminate the nona-
diabatic transition between the degenerate dark states,
then the optimization of the dynamical quantum geom-
etry tensor will be carried out, and the elimination con-
dition of the eigenstate degeneracy (18) will be satisfied
at the end. According to (5), (12), and (13), the compo-
nents of the dynamical quantum geometric tensor of the
dark state |A\1(t)) can be obtained [34, 35]:

LPP = 75 Q%; + Q% + Qé M M_ "’
2 02
Dy 55 = % i i QP?S i ! My -&-M,7
B2+ Q%+ 03) (% +97) My M-
Digq = i Q%Qé My + M-
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When the system detuning A = 0, the total nonadiabatic
transition rate will be transformed into

. 4 :
Ty (s) = 202 [(Q% +Q5)0%

o,
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0Z + 03

To optimize the total nonadiabatic transition rate, two
conditions need to be satisfied, namely, (18) and T2 (s)
is constant. Pulses satisfying these two conditions can
realize adiabatic evolution along the dark state |\ (¢)),
and the influence of nonadiabatic transitions will be min-
imized. In this paper, a combination of Rabi pulses sat-
isfying this condition is given for a four-level system:

Qp(t) = Qo sin(Bs),
Qs(t) = Qo cos(Bs) cos x, (21)
Qo (t) = Qo cos(Bs) sin x.

Using the above combination of pulses, the total nonadi-
abatic transition rate becomes

72,(5) = 22 ({93 + a4/ 37+ /a2 + 037}
Hog+ - yarr - y/ar vy )

The parameter x in the optimized pulse is a controllable
parameter, which is equivalent to the mixing angle £ in
the traditional STTRAP process. Taking another param-
eter @ = m/2, the evolution of the system will proceed
along the dark state |A1(¢)), and eventually the popu-
lation in the initial state |1) will be transformed to the
states |3) and |4). From (13), we can see that after the
evolution, the population on the state |3) is cos? x, and
the population on the state |4) is sin® y. Therefore, the
quantum superposition of the states |3) and |[4) in any
proportion can be realized by controlling the pulse pa-
rameter x to design the population ratio of the states |3)
and |4) after the evolution.

C. Population transfer dynamics of a four-level
system

4
Disqg=Di1gs = —

(19)

From Eq. (4), we can obtain the total nonadiabatic tran-
sition rate
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h2 (0% + Q% +Q2) (0% + Q3) M M-

* It is assumed that all the particles in the initial state
are populated on the state |1). According to the pulse
sequence given above, if the parameter y = arccos(1/3)
is selected, the population on the final state |3) is 1/3,
and the population on the state |4) is 2/3. The Gaussian
pulses used in the traditional STIRAP process is given
as follows:

Qp(t) = Qoexp[—(t — 7/2 = p)* /o7,
Qs(t) = Qoexpl—(t — 7/2 4 /o] cosy,  (22)
Qo (t) = Qoexp[—(t — 7/2 + pu)?/o?] sin x.



Similar to the three-level system, the full width at half
maximum of the Gaussian pulses ¢ = 7/6 and the sep-
aration time of the two pulses p = 7/10 are taken in
the calculation. The pulse structures of the optimized
STIRAP and traditional STIRAP are shown in Fig. 8(a)
and Fig. 8(c), respectively. In the optimized STIRAP
pulse, the evolution starts when the values of Qq and
Qg reach their maximum values and the value of Qp is
zero. With the evolution, Q0q and Qg decrease, while
Qp increases. In contrast, the traditional Gaussian puls-
es has zero values of Qp, g, and Qg at the beginning
of the evolution, then {2q and {2y appear simultaneously
and keep Qq(t)/Qs(t) constant, then the role of Qp ap-
pears. Fig. 8(b) and Fig. 8(d) give the evolution process
of the population of the optimized STIRAP and tradi-
tional STIRAP, respectively. In the optimized STIRAP
evolution, small population fluctuations appear in the
intermediate state |2), but these fluctuations quickly dis-
appear, eventually transferring almost all the population
to the states |3) and |4). Because the mixing angle &
is a constant, the nonadiabatic transition between the
degenerate dark states is suppressed, resulting in a final
population of 1/3 in the state |3) and 2/3 in the state |4).
For the traditional STIRAP process, a larger population
appears in the intermediate state |2), indicating that the
system has a larger nonadiabatic transition, so that the
evolution does not completely follow the dark state |A1).
The reason is that the operation time 7 is small, and the
traditional STIRAP cannot satisfy the adiabatic condi-
tion, which leads to a large nonadiabatic transition, while
the optimized STIRAP scheme makes the nonadiabatic
transition rate a small constant by means of the opti-
mization of the dynamical quantum geometric tensor, so
it has little effect on the evolution results.
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FIG. 8: Rabi pulse’s structures and the evolution results of
the populations for the four-level system: (a) Pulse structures
for the optimal STIRAP; (b) Evolution of the populations for
the optimal STIRAP; (c) Pulse structures for the traditional
STIRAP; (d) Evolution of the populations for the traditional
STIRAP (The pulse operating time 7 = 4us, the pulse peak
Qo =35MHz, and the detuning A=27MHz)
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FIG. 9: Variation of the infidelity with time for the four-level
system: (a) The case without detuning (A=0); (b) The case
with detuning (A=27MHz) (The red solid line correspond-
s to the optimal STIRAP scheme and the blue dashed line
corresponds to the traditional STIRAP one; The pulse peak
Qp=35MHz)

Fig. 9(a) gives the variation of the infidelity with the
operation time when the detuning A = 0. The infidelity
here is defined as one minus the sum of the population
on the states |3) and [4) after the evolution. The smaller
the infidelity, the more complete the population transfer
of the system. According to Fig. 9(a), the infidelity of
the optimized STIRAP changes with the operation time
periodically. The highest point of the infidelity gradually
moves down, and the lowest point corresponds to a se-
ries of time windows. The operation times at these time
windows are selected such that the infidelity of the opti-
mized STIRAP is kept below 1073, For example, in the
first time window, the infidelity of the optimized STIRAP
is reduced to below 1073 after selecting 7 = 4us. How-
ever, the traditional STIRAP scheme using the Gaussian
pulses shows a slow downward trend, and the infidelity
cannot be reduced below 10~3 until the operation time
reaches 25.8us. The results show that the optimized STI-
RAP scheme requires less time for the complete transfer
than the traditional STIRAP scheme and can achieve
fast and efficient population transfer. Fig. 9(b) gives the
variation of infidelity with the operation time when the
detuning A = 27MHz. Once the detuning is not ze-
ro, the periodicity of the infidelity of the optimized STI-
RAP scheme is affected, and the infidelities of both the
optimized STIRAP and traditional STIRAP are shifted
upward. However, there is still a time window for the
optimized STIRAP to achieve lower infidelity. In the



corresponding very low working window, the infidelity is
low, and a more complete population transfer can still be
achieved.

D. Stability of population transfer in a four-level
system

The optimized STIRAP scheme of the four-level sys-
tem can realize the superposition of the final states |3)
and |4) in an arbitrary proportion, and the transfer time
is significantly shorter than that of the traditional STI-
RAP scheme. Next, the stability of the optimized STT-
RAP scheme with respect to the fluctuations of the two
system parameters will be discussed.
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FIG. 10: Variation of the infidelity with the fluctuation of the
pulse peak for the four-level system: (a) The case without
detuning (A=0); (b) The case with detuning (A=27MHz)
(The red solid line denotes the optimal STIRAP scheme and
the blue dashed line denotes the standard STIRAP one; The
pulse peak Q0=35MHz and the operating time 7=7.4us)

Fig. 10(a) gives the variation of the infidelity with the
fluctuation 7 of the pulse peak when the detuning A = 0.
When the fluctuation 7 is not zero, the actual value of
the pulse peak becomes Qg(1 + 7). From Fig. 10, it can
be seen that the optimized STIRAP scheme still has pe-
riodicity for the fluctuation of the pulse peak, but the
overall infidelity decreases with the increase of the pulse
fluctuation. In contrast, the infidelity in the traditional
STIRAP scheme decreases with the increase of fluctu-
ation and does not have the characteristics of periodic
change. The infidelity of the traditional STTRAP scheme
is generally greater than that of the optimized STIRAP
scheme. This periodic feature of the optimized STIRAP
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scheme indicates that a more complete population trans-
fer can be achieved using a smaller pulse peak and oper-
ation time.

Fig. 10(b) gives the variation of infidelity with n when
the detuning A = 2rMHz. It can be seen that with the
appearance of the detuning A, the infidelities of both the
optimized STIRAP and traditional STIRAP move up as
a whole. The overall trend of the optimized STIRAP
remains unchanged, and the infidelity is still periodic
and decreases with the increase of the intensity of the
pulse. The infidelity of the traditional STIRAP decreas-
es with the increase of pulse peak value, but it is still
larger than that of the optimized STIRAP. This shows
that the population transfer ability of the optimized STI-
RAP scheme decreases with the increase of the detuning,
but it can still achieve more complete population transfer
under short operation time and low pulse peak value by
selecting appropriate parameters.
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FIG. 11: Variation of the infidelity with single-photon detun-
ing for the four-level system (The red solid line denotes the
optimal STIRAP scheme and the blue dashed line denotes the
traditional STIRAP one; The pulse peak €20 =35MHz and the
pulse operating time 7=7.4us)

Fig. 11 gives the variation of the infidelity with the
detuning A for the four-level system. It is shown that
the optimized STIRAP scheme also has periodic fluctu-
ation on the change of the detuning, and the fluctuation
is more obvious with the increase of the detuning. This
indicates that the larger the detuning A is, the larger the
infidelity may be, and there will be some periodic win-
dows of the detuning. In these detuning windows, the
infidelity is low, and as the detuning A increases, the
low infidelity in these windows will be further reduced.
This makes it possible to optimize the STIRAP scheme
to achieve adiabatic population transfer in the case of
large detuning. The traditional STTRAP scheme has no
enough transfer efficiency on the detuning A. With the
increase of the detuning, the infidelity of the tradition-
al STIRAP increases, which means that the population
transfer is suppressed and the influence of nonadiabatic
transition is more obvious.



F. Population transfer process in the large detuning
case

From the above discussion, it is not difficult to see
that the optimized STIRAP scheme has the ability to
achieve the coherent superposition of the final states |3)
and |4) in the case of short operation time, low pulse
peak value, and large detuning (A > ), which is anoth-
er advantage over the traditional STIRAP. This means
that it is possible to prepare quantum superposition s-
tates in a specific environment. For example, the pulse
parameter y = arccos(1/3) can be selected for transfer
under the conditions of the operation time 7 = 7.4us,
the pulse peak value Qy = 22.13MHz, and the detun-
ing A = 58.1MHz, and the calculating result is shown in
Fig. 12.
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FIG. 12: Population’s evolution of the four-level system for
the large detuning (A > Qo): (a) The result for the optimal
STIRAP scheme; (b) The result for the traditional STIRAP
scheme (The blue dashed line, the green dotted line, the red
dashed line and the black solid line correspond to the popula-
tions in the states |1), |2), |3) and |4), respectively; The pulse
operating time 7=7.4us, the pulse peak Qy=22.13MHz, and
the detuning A=58.1MHz)

It can be seen that the population transfer in the tra-
ditional STIRAP scheme is not complete in this large de-
tuning case. Most of the population remains in the initial
state |1), while the final states |3) and |4) are less pop-
ulated. In contrast, the optimized STIRAP scheme can
achieve complete population transfer even at large detun-
ing. The population in the initial state |1) becomes very
small, and almost all the population is transferred to the
states |3) and |4), with the final state population satisfy-
ing the expected coherent superposition. Therefore, un-
der the conditions where the traditional STTRAP scheme
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fails to perform well, the optimized STIRAP scheme can
still realize efficient adiabatic population transfer.

E. Preparation of quantum superposition states in
arbitrary proportion

As mentioned above, only by controlling the optimized
pulse parameter x, the population on the final state can
be controlled and the coherent superposition of states in
any proportion can be realized. The following context in
this section show the change of the population on the s-
tates |3) and |4) at the evolution endpoint with respect to
the parameter y. The variation of the population with
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FIG. 13: Change of the populations for the four-level sys-
tem with the parameter x (The blue dashed line, the green
dotted line, the red dashed line and the black solid line corre-
spond to the populations in the states |1), |2), |3) and |4), re-
spectively; The pulse operating time 7=7.4us, the pulse peak
Qp=35MHz, and the detuning A=27MHz)

x for the optimized STIRAP scheme shown in Fig. 13
brings into correspondence with Eq. (13); that is, the
population on the state |3) is cos?x and the population
on the state [4) is siny after the evolution, so that the
coherent superposition of the final states can be designed
by controlling the pulse parameter x. Fig. 14(a) shows
the evolution result of the optimized STIRAP with pulse
parameter y = 7/4. The particle populations in the s-
tates |3) and |4) remain equal throughout the evolution,
and the 1:1 superposition state is realized. The evolution
results of the optimized STIRAP with the pulse param-
eter y = arccos(v/3/2) are given in Fig. 14(b), and the
3:1 superposition state is finally realized.

V. Conclusion

In this paper, we propose an optimization scheme for
the traditional STIRAP based on the dynamical quan-
tum geometric tensor. The advantages of the optimized
STIRAP in adiabatic population transfer are demon-
strated by studying a A-type three-level system and a
tripod-type four-level system, both with and without sin-
gle photon detuning. On the one hand, by using optimal
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FIG. 14: Evolution results of the populations: (a) Pulse pa-
rameter n=mn/4; (b) Pulse parameter n=m/6 (The blue dashed
line, the green dotted line, the red dashed line and the black
solid line correspond to the populations in the states |1), |2),
|3) and |4), respectively; The pulse operating time 7=7.4us,
the pulse peak Q9=35MHz, and the detuning A=27rMHz)

control theory and the definition of the quantum geomet-
ric tensor, the optimal combination of Rabi pulses is an-
alytically derived such that the total nonadiabatic tran-
sition rate of the system remains constant. On the other
hand, by comparing the numerical results with those of
the Gaussian pulse combination used in the traditional
STIRAP, it is found that the optimized STIRAP pro-
cess exhibits higher transfer efficiency and greater robust-
ness to variations of the pulse duration, pulse amplitude
fluctuation, and single photon detuning. The optimized
STIRAP process demonstrates the adiabatic resonance
as a function of the pulse duration, Rabi pulse amplitude
fluctuation, and single-photon detuning. By selecting pa-
rameters within the resonant window, high-fidelity pop-
ulation transfer can be achieved with shorter operation
time, smaller pulse amplitude, and specific single photon
detuning. In particular, for the case of two degenerate
dark states in a four-level system, a condition for remov-
ing the coupling between degenerate levels is derived in
the eigenstate representation. By appropriately choos-
ing the pulse parameters, the optimized STIRAP scheme
enables the preparation of quantum superposition states
with arbitrary population ratios for the four-level system.
In summary, the optimized STIRAP scheme via the dy-
namical quantum geometric tensor achieves faster and
more efficient adiabatic population transfer than the tra-
ditional STIRAP scheme. The optimization framework
presented in this paper is general and can be extended
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to study population transfer in other multi-level systems,
providing a theoretical foundation for the optimal control
of quantum systems.
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